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Abstract

The purpose of this project is to create an autonomous agent named “Ziggy” that displays certain prey behaviors. The program in Ziggy’s RAM, two actuators, and three different types of sensors help this agent interact with the surroundings to simulate some of  the most basic behaviors that a prey displays in a real situation.  Ziggy’s reaction to a predator’s action determines how well it copes with its environment in real time.  

Introduction

The problem at hand is to create an autonomous agent that is capable of simulating some basic behaviors. Some of these basic behaviors could be to avoid objects, and to detect the presence of a potential predator. In this case the autonomous agent “Mazo,” created by Michele H. Boyer, tries to hunt “Ziggy “ using basic predator behaviors. If Mazo touches Ziggy it is considered as a kill in Mazo’s part; therefore, Ziggy has to avoid physical contact with Mazo to survive as a prey. 



Related autonomous agent work is in progress at the Machine Intelligence Lab under the supervision of Doctor Keith L. Doty and Doctor Antonio A. Arroyo. However, this is the first attempt to create a set of two robots with opposite purposes to simulate a known common theme among species of animal and insects.



The work done in this project will help other autonomous agent developers understand how some simple behaviors as well as some complex behaviors can be achieved with relatively easy programs that function as individual processes but that provide the agent with enough means of interacting with the environment efficiently. In addition, it will help in the construction of complex behaviors that will lead to the creation of more complex autonomous agents.

Problem Domain

This project can be considered as a building block in the construction of the foundation that will eventually close the gab between machine intelligence and artificial intelligence.   

Information Trail

I obtained most of the information necessary to interface the different types of sensor and actuators to the microprocessor from the Machine Intelligence Laboratory. In this lab I had access to information on previous work and the cooperation of students working in a variety of projects.



The book: “Mobile Robots,” written by Joseph L. Jones and Anita M. Fynn, provided me with descriptions on the design and functionality on Ziggy’s sensors among others. This book has diagrams and technical information on motors, sensors, and power.



The manual: “The 6.270 Builder’s Guide,” written at MIT media lab, provided me with information on Interactive C which is the language used to program Ziggy’s behaviors.



In addition, I used my knowledge on the architecture of the Motorola EVBU Microprocessor Board MC68HC11. This knowledge helped me implement the necessary steps to provide an adequate interface between the board and external peripherals.

Solution

Section 1

In other to successfully create an autonomous agent with the intention described previously, Ziggy have to make use of all its sensors and actuators combined with code that determines what information is most important in a particular time.



Among the sensors that provide this information are infrared sensors, a sonar, and microphones. The infrared sensors give Ziggy the ability to determine when objects are close.  This capability helps it to wonder around its environment without collating into wall or other static objects.



The sonar indicates when an object is moving. This capability helps Ziggy detect potential moving predators in the area. In addition, the microphones give information about noise or sound in the proximity which help it determine the direction that the sound is coming from. The combination of these capabilities provide Ziggy with a set of behaviors that give it its identity and purpose.



The actuators help Ziggy move around in a direction and speed that is indicated by its internal programming. Ziggy’s programming is based on a sequence of processes that operate individually. Each of these processes collects information from these sensors and interpret it in a meaningful way for the robot.  In addition, these processes are combined into the behaviors that Ziggy displays and that in terms drive the motors. See figure 1 for graphical representation.

Section 2

This section describes all the necessary integral components that help realize Ziggy in terms of physical constitution and behavior.

The brain

The brains of  Ziggy is the Motorola microprocessor MC68HC11A8. This microprocessor has a analog to digital converter on board as well as connections to other peripherals. Its internal clock is driven by an external circuit that includes a high-precision crystal oscillator. The output of an 8.0 MHz crystal, connected to lines XTAL and EXTAL, is divided by 4 to produce a clock frequency of 2 MHz. More technical description of this board can be obtained from the “M68HC11 Reference Manual” published by Motorola inc. in 1991.



To effectively create an autonomous agent that uses an EVBU Board as its brain it was necessary to make some modifications to memory. This modifications give Ziggy 32k of Random Access Memory, sufficient to contain all the necessary codes. In other to achieve this expansion there were five steps to be completed:



The memory available to the microprocessor had to be expanded from 256 bytes to 32k of Random Access Memory. This was necessary for the microprocessor to able to handle several independent processes. In addition, the microprocessor board had to be set to operate in expanded mode.

Installation of a power supply was necessary to provides voltage to the RAM and the rest of the board.  This circuit is designed  to maintain the flow of current to the RAM even when the power to rest of the circuit was cut. The power supply gives Ziggy independence which brings more realism to the simulation.

A motor drive circuit was installed to provide the board with total control of the actuators. This circuit provides an easy interface between the IC commands and the motors.

All sensors were connected to the analog to digital input channels in the board.



After these steps were completed, the EVBU board was ready to interface successfully with the sensors and motors. For the robot to make use of this attributes efficiently, it was necessary to use Interactive C (IC); a simpler version of C. IC was developed by Randy Sargent and Fred Martin at MIT.

Mobile Platform

Ziggy’s platform consist of a very flexible plywood 12in in diameters painted in green to maintain consistency with the color of  its brain; the EVBU board. This round shaped platform make Ziggy able to turn on its axis helping avoid object easily. In addition, a circular shaped platform requires fewer wheels and actuators to control the robot helping it save power. The plywood platform supports the EVBU board and the battery pack. For safety reasons the EVBU board is screwed to the platform; however, the battery pack is not.



The platform rest on three wheels. Two of these are model airplane wheels with 4.75in in diameter parallel to each other. Their main function is to move the body in any direction the algorithm indicates. The third wheel is half the size of the other two wheels and its main function is to provide balance to the hole structure. Figure 2 provides a visual representation.

Locomotion

Ziggy uses two servo motors to drive the main wheels. These servos are adequate for the purpose of this simulation. They provide sufficient torque-speed for Ziggy to move around and maintain a reasonable distance from its counter part (autonomous agent “Mazo”) which also uses  servos.



A thin sheet of metal, screwed to the plywood, keeps the servos in a fix position under it. Figure 2 provides a visual representation.

Ziggy’s Sensors

For its eyes Ziggy uses near-infrared proximity detectors. This sensors do not return actual distances of the object, but they do indicate whether or not an agent is present within the cone of detection. The near-infrared proximity detector integrated into Ziggy are built from Sharp detectors and near-infrared LED. With six of these infrared sensors Ziggy is able to avoid walls, detect other robots as well as objects in the area. These sensors are necessary for this agent, as a prey, to survive and defend itself in case of attack. Figure 3 provides a visual representation.



Ziggy’s sonic sensors help it determine movement and sound. The first sensor of this kind is an ultrasonic motion detector. A transmitter in the sensor sends out a steady ultrasonic tone at 40kHz.  Any reflected sound is detected by ultrasonic receiver. If no movement is detected the sampling time between emission and reception of pulses is constant; however, if there is movement, then the sampling time is not constant and the alarm is set. For this process to be effective Ziggy has to be still while the sampling is taking place.



The second sonic sensors form a group of four microphones which listen for noise. These microphones cover an area of approximately 360 degrees around the robot in a three dimensional space.

Behavior

Ziggy is able to display three behaviors that work together to give this agent the ability to escape from a potential predator. The first behavior is object avoidance. This behavior helps Ziggy avoid object it comes in contact with through its infrared sensors. The second behavior is sound detection  which makes use of the microphones. This behavior determines where noise is coming from and turns Ziggy’s in such direction. 



The third behaviors is movement detection which makes use of the sonar to determine if object is moving. If it is, then the robot will turn in opposite direction and will run for a few second. The combination of the last two behaviors will help Ziggy identify a potential predator and run away from it. After a random time it will wonder around avoiding object again.

Results

According to the reading obtained from the analog to digital input channels, the output integer values from the infrared sensors vary from sensor to sensor. In general, if there is no object present in a range of three to four feet, the sensor returns a value of 85. On the other hand, if there is an object present within this range all of the six sensor return a value of 100 to 128 depending on how close the object is to the emitter.



The ultrasonic motion detection return a value of 255 if there is no movement present, and a value of less if there is. It is estimated that the design of the circuit influences this outputs. Similarly, the microphones return values of 255 if there is no sound detected, and values of 237 to approximately 80 if there is. This range is sufficient to determine which one of the microphones is closer to the source of the sound.



It is necessary to set boundaries in the programs that determines when Ziggy has to change directions or take some action. These boundaries are variables of type integer named “Thresholds”. For the infrared sensors the threshold will be 126 before the robot consider the information valuable. 

Conclusion

In conclusion, Ziggy is an autonomous agent that uses a set of electronically components to move and obtain information from its surroundings. Based on the information collected, Ziggy reacts in a specific way. 



I have learned that the degree of complexity of the construction of Ziggy and the implementation of the behaviors is less that what I expected at the beginning of this semester. We have to take in consideration the fact that important implementation steps as for example the realization of the expansion of memory was already developed by students at the Machine Intelligence lab.



Although Ziggy meets the initial design requirements, we have had problems simulating the predator and prey theme. A lot of the times both robots end up wondering around for a long period of time. In addition, some of the time both agents come in contact with each other, not because of the programming boundaries but because some of the sensor provide inadequate data. For example the infrared sensors do not detect a surface painted black because this color absorbs all the emission from the beam. This problems make Ziggy and Mazo fail to detect some wall surface and even themselves.



In the future I intend to implement more complex behaviors that will help Ziggy interact with the environment in a more intelligent manner. One of this behaviors could be mapping and navigation.    
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Appendices

Below is fraction of pseudo-code that describes the implementation of the behaviors.



Read Sensors1 routine {



	while (1) {

      turn on infrared beam (0);

	 read analog(0);

 	 assign value to “Center_Left” variable;



	 turn on infrared beam (1);

	 read analog(1);

 	 assign value to “Left” variable;



	 turn on infrared beam (3);

	 read analog(3);

	 assign value to “Center_Right” variable;

 

	 turn on infrared beam (4);

	 read analog(4);

	 assign value to “Right” variable;

	}	

} /* end of routine */



Read Sensors2 routine {

	while (1) {



	turn sonar on

     read analog(3);

	assign value to “sonar” variable;



 	turn microphone #1

	read analog(3);

	assign value to “m1”;



	turn microphone #2

	read analog(3);

	assign value to “m2;



	turn microphone #3

	read analog(3);

	assign value to “m3



	turn microphone #4

	read analog(3);

	assign value to “m4;



	}

} /* end of subroutine */



Go_Forward routine {

	right_motor (on, normal_speed);

	left_Motor (on, normal_Speed);

       /* normal speed is 85 percent of full power to the        	     motors which I this case is 5 volts. */



} /* end of subroutine */



Go_Left routine {	

	right_motor (on, Full_speed);

	left_Motor (on,half_speed in opposite direction);

} /* end of function */



Go_Right routine {

	right_motor (on, half_speed in opposite direction);

	left_Motor (on,full_speed);

} /* end of subroutine */



Object Avoidance routine {

	if (Left > threshold) or (Center_Right > threshold)

 	  move to the right;

	else if (Right > threshold) or 

	         (Center_Left > threshold)

 	  move to the left;

	else go forward;

} /* end of subroutine */



Sound Recognition routine {

	determine which of the microphones yield the

	highest output;

	if (m1) {

	 sound is in front;

	 read sonar ();

	}

	else if (m2)

	 turn right until m1 greater;

	else if (m3)

	 turn left until m2 greater;

	else if (m4)

	 turn 180 degrees;

} /* end of subroutine */



Read Sonar routine {

	if (sonar < threshold) {

	 turn 180 degrees;

	 go forward;

	}

} /* end of subroutine
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