[bookmark: _GoBack] Robot Proposal
_____________________________________________________________________________
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]
Date: 01/20/16
Student Name: Guo Jiyao
E-Mail jguo102@ufl.edu
TAs: Andy Gray
Jake Easterling
Ralph F. Leyva
Instructors: Dr. A. Antonio Arroyo
Dr. Eric M. Schwartz

University of Florida
Department of Electrical and Computer Engineering
EEL 4665/5666
Intelligent Machines Design Laboratory
I. OVERVIEW
The prototype robot is a human tracking robot that can help people carry their luggage. The main body of the robot is a car with four wheels. It uses a camera to do the identification of specific human and also three ultrasonic distance sensors to detect obstacles nearby. The robot uses color of clothes and their combination to do the identification (other methods may also involves but seeing color is the most fast way to identify person. So I put the color identification in the first position). After recognizing the figure, the robot adjust itself to follow the person according to the distance and relative position. When the robot loses the person, it stops moving, rotates the camera to find the person again and give an alarm sound. Finally, once the person has reached its position, the robot parks himself to a certain area. The detail methods to realize that functions are given below:

II. HUMAN IDENTIFICAITON
Firstly, the robot needs to identify the person with some specific features. Since the robot is processing the image, doing the identification and giving the order to motor in runtime, color identification is used as the main method in order to track the person. Furthermore, to overcome the color disturbance in background, the combination of color is also used to recognize person. 
However, there may also be possibilities that the combination of colors fails in the identification which means that there is another object in sight that has the same color combination or, because of the changing environment of light, the color in certain body area changes and the old algorithm cannot recognize it. Thus, in this case, I put a big QR code on the back of the user so that the robot can track the QR code in the same time. The application of QR code can help the tracking while gives more information about the distance and walking direction of object.
[image: ] Figure 1. Using this triangle made by three markers, the robot can have the information of the target’s orientation
III. MOTION CONTROL
For the motion control, in order to keep the figure in sight, a PID controller is used for robot giving order to motors according to the difference between position of object in the camera and the center line of the screen. Once the object is not in the center of the screen, the output of PID controller will be given to the motors as an input value to adjust robot body. Also, to prevent losing the object in the screen, the camera can be rotated with three fixed angles. Once the figure reaches the boundary of the screen, controller gives signal to servo. Then Servo rotates with a fixed angle and therefore turns the camera to right or left. Also, using three PID algorithm on three camera positions, microcontroller is given the order to control the wheels.







Figure 2. When the figure is still at the camera range; move right if the figure is at right half screen; move left if the figure is at left screen. Use the output value of PID controller.
Figure 3. The figure move to the right bound of the screen; camera is going to turn right;

Figure 4. The figure move to the right bound of the screen; camera turn right; the car moves right until the figure reach  the left bound of the camera; then the camera will rotate back to forward; a different PID algorithm is used in this mode.


IV. SELF-PARKING MODE
After the robot following the object to the destination, self-parking mode is activated. I will also put a QR code on a board and put this board on a certain area. The user gives the robot a signal to initialize the parking mode. And robot goes a circle to find the QR code for parking.
WHAT IF LOSING THE TARGET
When tracking the human, if the robot losing the target, it stands still and rotates the camera with three fixed angles. After this, if it still cannot find the QR code with the same ratio, it stands still to wait for people pick it up. If it cannot find the target in parking mode, it will first repeat going a circle and looking around for three times. If it still cannot fine the target, the robot stand still to wait for people pick it up.
Finally, below is a table of items that ordered.
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	NUM
	DESCRIPTION
	REASON TO CHOOSE

	Microcontroller

	Arduino Mega 2560 R3
	1
	Input voltage – 7-12V 
54 Digital I/O Pins (14 PWM outputs) 
16 Analog Inputs 
256k Flash Memory 
16Mhz Clock Speed
	High speed with plentiful pins.

	High Level Development Boards

	Odroid XU4
	1
	Samsung Exynos5422 Cortex™-A15 2Ghz and Cortex™-A7 Octa core CPUs
2GB LPDDR3 RAM PoP stacked
eMMC5.0 HS400 Flash Storage
2 x USB 3.0 Host, 1 x USB 2.0 Host
	High processing speed for image.

	Robot Body

	Cherokey 4WD Mobile Robot
	1
	Embedded the L298P motor driver chip which allows to drive two 6-12V DC motors with maximum 2A current.
Aluminum alloy body.
	Come with 4 motors with motor driver. However, encoder is not included.


	WiFi Module 4
	1
	
	Used for provide WIFI access to Odroid.

	Cooling Fan
	1
	
	Used to cooling the board

	Encode
	2
	With hall sensors or laser sensors
	To get the speed feedback for motors

	Servo
	1
	HS-311 Standard
	Used to rotate the camera

	Battery
	1
	
	A battery of output of 7.4V is needed to power the Arduino, Odroid, 4 motors and the servo.

	Sensors

	USB-Cam 720p
	1
	The main USB camera 
	Provide high quality video. Work great with Odroid XU4

	Mihappy 3pcs Ultrasonic Module
	3
	Ultrasonic sensors
	Used to sense the obstacle.



Timeline
14 Jan 16             Boards received & Sensors ordered 
21 Jan 16             Interfacing of boards and Sensors received 
28 Jan 16             Chassis developed with wheels and motors mounted,  Working on OpenCV
04 Feb 16            Robot design completed with all the electronics 
11 Feb 16            Working on image processing
18 Feb 16            Obstacle Avoidance and first run trial 
25 Feb 16            Microcontroller programming 
03 Mar 16           Debugging 
10 Mar 16           Testing image processing  
17 Mar 16            Trials and Modifications
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