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1 Abstract
HAL will be a robot that utilizes the Kinect to follow people. On top of following people, HAL will also be able to use data from the Kinect to perform other small actions such as spinning in a circle if a person claps. Adding small entertainments such as these will increase people’s attachment to this type of robot and increase its economic viability.  Five sonar sensors will also be attached to HAL to allow him to avoid obstacles and prevent him from getting stuck. 
2 Introduction
Having a robot that can follow you would be a helpful tool to complete a variety of tasks. Installing hooks on a robot such as this will allow people to carry large portions of groceries into their house without making multiple trips. Carrying heavy objects from one place to another could become a much easier task for a stronger version of HAL. A waiter could be followed by a version of HAL that carries all of a table’s food, allowing the waiter to pick up things on his or her way to the table being served.
Similar robots have already been designed that can complete this task. One robot was able to do this using 3D LIDAR [1-2]. These robots are efficient, but there are certain aspects of the Kinect that can give HAL an advantage. Not only will HAL be able to follow people, but the Kinect will also enable HAL to interpret peoples posture and position of their limbs. There are libraries within the Robotic Operating System (ROS) that enable this. Figure 1 illustrates the skeletal nodes that can be projected onto a person using a package within ROS.  Doing this will allow for other positional data to be interpreted by HAL. I plan on using this to personify HAL and make him more “lovable.” One example of this would be to make HAL do a little dance such as spin in a circle if the person he is focused on begins clapping. I believe that this will promote the use of a robot such as this to a much wider audience.  Aside from the Kinect, HAL will also be equipped with 5 sonar sensors to prevent him from hitting obstacles. The implementation of each of these pieces will be discussed in more detail below.
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Figure 1
To interface the Kinect with Hal, I will use the Robot Operating System (ROS). Using the libraries contained within ROS will allow me to track people’s movement. To run ROS, I will be installing Ubuntu on a Raspberry Pi 2. A wireless adapter will allow my laptop to communicate with the Raspberry Pi 2. The Kinect is dependent on a graphics card so the information from the Kinect will be processed on my computer before being sent back to the Raspberry Pi 2.
3 Integrated System
The Raspberry Pi 2 will act as the center hub of the device. Ubuntu and ROS will be installed on this board. Connected to this board will be the Kinect, a wireless receiver, and an Arduino Uno. The motors and sensors will be connected to the Arduino board. Figure 2 illustrates the block diagram. Combining these aspects in this manner will allow for fast interpretation and integration of the signals from each of the sensors
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Figure 2
4 – Mobile Platform
The platform structure will have a similar design to the one shown in figure 3. I will be creating a similar structure in SolidWorks and printing out the design at the FabLab. HAL will run on two wheels and a small ball caster for balance. This will allow HAL to make small turns if this would be required to avoid some obstacles. Three sonar sensors will be attached to the front of HAL and the other two will be located in the back. Doing this will allow for a deeper decision making process when trying to avoid certain obstacles.
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Figure 3
5 – Actuation
For the obstacle avoidance, I am planning on creating functions that will allow HAL to turn to a certain degree left or right specified as input variables. The three sonar sensors in the front will be used to continuously update information about obstacles as HAL is turning, allowing him to make better judgments during this process while HAL is following someone. The speed of the wheels will be maintained by the location of the person in the Kinect’s camera and the distance of the person from the camera. The motors I will be using will be able to spin at 100 RPM with a maximum torque of 220 oz-in.

6 – Sensors
The Kinect sensor will be using trigonometry to interpret a person’s position. To begin the demo, a person will wave three times. To verify that a person’s hand is in the right place, HAL will constantly be checking if a person’s arm is close to making a 90 degree angle. In figure 1, HAL would be checking nodes 9, 10 and 12. To make sure that the person isn’t doing that upside down, the distance between nodes 11 and 1 will also have to be larger than the distance between nodes 10 and 1. Similar methodologies will be used to define other positions that cause HAL to perform little tricks. To follow someone, HAL will continuously be checking if the distance between nodes 1 and 4 are the same. As the person walks forward, the distance between the nodes will change and HAL will move forward to minimize the error between the current distance and the initial distance. I am also thinking about implementing machine learning to accomplish this task, but I need to test a few different classifiers and predictors to see if this will be a reliable technique.


7 – Behaviors
The current behaviors of this robot include following a person and interacting with a few different postures. I will go into more detail about the obstacle avoidance behaviors once I begin testing.
8 – Experimental Layout
[bookmark: _GoBack]At the beginning of the demo, a person will wave their hand. Once HAL locks onto a person, he will only focus on following the person and avoiding the obstacle. I will update with more detail when I begin testing different solutions to keep HAL following a person while avoiding obstacles. The demo will end once the person claps, at which point HAL will do a 360 degree spin to celebrate.
9 – Conclusion
I have received the Raspberry Pi 2 and the SD card. I will be working this weekend on implementing ROS on the board. I have been taking some python tutorials, which will allow me to interact with the software. My plan is to have the Kinect communicating with the board by the first week of February. I have already purchased the sonar sensors, and the Arduino board. I am planning on having a 5 sensor setup by the second week of February. I am also planning on having the SolidWorks design finished by this time. I will be purchasing the wheels and motors by Friday so that I can spend the last two weeks of February preparing for the obstacle avoidance test.
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