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Introduction to Signalsand Systems, Part V: Lecture Summary
So far we have only looked at examples of non-recursive difference equations; that is, difference equations where the
output is only dependent on time-delayed values of theinput signals x[n], x[n—1],..., x[n =M + 1] :

M

ylnl = Y, bx[n—kl ey
k=0

This class of LTI systems have the desirable property that as long as the input signal and filter coefficients are
bounded,

x[n]l <o, Vn, 2

by <=, VK, ©)
the output signal is bounded as well, such that,

ly[n]] <o, Vn. 4)
This property is known as BIBO (bounded-input, bounded-output) stability. Recursive difference equations,

N M
ylnl = Y apln—=11+ Y, byxln—k] 6)
=1 k=0

do not necessarily have this property, asillustrated with the following simple difference equation,

yln] = 2yln—1]+x[n], (6)
initial condition y[—-1] = 0, and input signal,
1 n=20
= 7
Xl {0 n#0 @

Figure 1 below plotsthe output y[r] for ne {0, 1, ..., 10} . Note that despite bounded filter coefficients and asingle
nonzero input at timeindex n = 0, the output y[r] grows without bound.
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The output of difference equation (6) feeds back on itself to cause this unbounded result. While feedback can be a
very desirable property of systems, especially in the field of control, the wrong kind of feedback can lead to
unbounded or unstable system outputs. One example of “bad” feedback that we are all familiar with occurs when a
microphone is placed to close to its own amplifier. Low-volume sounds near the microphone are boosted by the
amplifier, whose output then feeds back into the microphone, which then gets further amplified until this vicious
cycleresultsin the very loud familiar screeching sound that we have all heard before.
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Because some recursive difference equations can result in undesirable system responses, does not mean that all recur-
sive systems are undesirable. For example, just as we were able to derive non-recursive filters with desirable proper-
ties (such as low-pass filtering), we can do the same for recursive filters. Consider, for example, the simple recursive
difference equation below:

yln] = ayln—11+byx[n] 8

In equation (6), we have already seen how abad choice of filter coefficients (a; = 2, b, = 1) canresultin an unsta-
ble system response; suppose, however, that we choose the following filter coefficients instead:

ap =a,by=(-a),0<a<l 9
such that equation (8) becomes:
yinl = oy[n—1]+ (1 —a)x[n]. (10

For values of o closeto 1, the system equation (10) becomes a simple recursive low-pass filter. In Figure 2, we plot
the filtered output signal y[#n], the magnitude frequency spectrums |X(f)| and |Y(f)| , and the magnitude frequency
response |H(f)| for asampleinput signal x[#] and oo = 0.1, o« = 0.5 and o = 0.9 . (See Mathematica notebook,
sections “Linear, recursive difference egquation example” for these examples.) Asin previous examples, the input sig-
nal x[n] isadiscrete-time signal sampled at f, = 500 Hz from the continuous-time signal,

x(t) = sin(2m - 4¢) + noise (11)

where, for each sample, the “noise” component of the signal consists of a uniformly distributed random number in the
interval [-1/2, 1/2]. Note that we are able to achieve low-pass filtering with many fewer coefficients in the recur-
sive case compared to the non-recursive case. In fact, it istrue in general that for similar performance characteristics,
recursive filters can be designed with fewer coefficients than non-recursive filters. Either way, filter design largely
boils down to picking appropriate filter coefficients for both the recursive and non-recursive case.

As we have seen, however, an important additional consideration in designing recursive systems is that the output be
BIBO-stable. Note that for arecursive LTI difference equatiaon,

N M

ylnl = Y apln=11+ Y, byx[n—k] (12)
=1 k=0

BIBO (bounded-input, bounded-output) stability means that when the input signal and filter coefficients are bounded,

x[n]] <eo, Vn, (13)
ja <o, VI, (14)
by <=, Vk, (15)

the output signal is bounded as well, such that,
ly[n]l <e, Vn. (16)

In this class, we will develop an analysistool, known as the z -transform, that will allow us to determine the stability
of arecursive system without having to test the system response for every possible input signal. In fact, the z -trans-
form will allow us to make predictions about the system response beyond stability; for example, we will be able to
predict the exact time-domain system output for certain specific input signals.To illustrate some basic ideas, we how
look at three different cases: (1) an unstable system, (2) a marginally stable system and (3) a stable system. Differ-
ence equations for these three systems are given in equations (17), (18) and (19), respectively:

y[n] = (=1/4)y,[n =11+ (1/3)y,[n =21 = (1/2)y,[n =3] +x[n] (unstable) (17)
yylnl = (=1/2)y,[n =11+ (1/2)y,[n —=2] +x[n] (marginally stable) (18)
y3ln] = (=1/3)y5[n =11+ (1/2)y;[n—2] + x[n] (stable) (19
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Figure 2: Recursive, low-pass filtering examples
For each of these systems, we let the input sequence be,
1 n=20
x[n] = (20)
{0 n#0
which is known as a discrete-time unit impulse, and assume that,
yp[n]=0,n<0,pe{1,2,3}. (21)

Figure 3 illustrates the system output for input (20) for the three difference equations above; these system responses
are known as the impulse response of the system (i.e., the response to an impulse input). Note that for the unstable
system, the output grows without bound; for the marginally stable system, the output never goes back to zero; while
for the stable system, the output decaysto zero over time.
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Now, just looking at the difference equations above, it is not obvious why the three systems should behave so radi-
cally different. However, if we transform these systems using the z -transform, to be studied later in this course, we
will be able to make predictions about a system’s stability without explicitly simulating the system response for a
number of different inputs. For these three systems, the z -transforms are given by~

23

H = stabl 22

1) 2B+ (1/4)22-(1/3)z+(1/2) (unstable) (22)
2

Hy(z) = = inally stabl 23

2(2) 2T/ (marginally e (23

Hy(z) = 22 (stable system) (24)

22+ (1/3)z—=(1/2)

As it turns out, the roots of the denominators of the z -transforms above govern the stability of each system. For
causal LTI systems?, if the roots lieinside the unit circle of the complex plane (i.e. horizontal real axis, imaginary ver-
tical axis), the system will be stable; if one or more roots lies on the unit circle, the system will be marginally stable;
and, finally, if one or more roots lies outside the unit circle, the system will be unstable. In Figure 4, we plot the roots
of the denominatorsin equations (22) through (24) in the complex plane. We can now readily observe the stability (or
lack thereof) of each system. System #1 has one root outside the unit circle and is therefore unstable; system #2 has
one root on the unit circle and is therefore marginally stable; and system #3 has all its roots inside the unit circle and

1. The observant reader will notice a very close relationship between the coefficients of the difference equations
and the coefficients of the numerator and denominator polynomialsin the z-transforms.

2. " Causal” means that the output is dependent only on previous system outputs, and current and/or previous
systeminputs.
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Figure 4: root locations of ztransform denominators

istherefore stable. As such, the z -transform is a very powerful analysistool in our study of recursive difference equa-
tions.

In fact, the z -transform will allow usto find closed-form solutions for the impul se response of a system. For example,
the system response of the marginally stable system is given by,

yln] = %[2(—1)”+2_”], nz0. (25)

We continued our lecture discussion by looking at an example of a simple nonlinear recursive difference equation.
Nonlinear difference equations cannot be expressed in the form or equation (12) and can often behave in strange and
complicated ways; as such, they are much more difficult to analyze than LTI difference equations. The example we
considered was given by,

y[n] = Ryln—=11(1=y[n—11), y[-1] = 1/2, R>0. (26)

Figure 5 plots the output for different values of R ; note how even this simple nonlinear system can produce remark-
ably complex output patterns, for example, when R = 3.7 . (See Mathematica notebook, section “Nonlinear, recur-
sive difference equation” for this example.) Nonlinear systems simply do not lend themselves to the same kind of
(relatively) straightforward analysisas LTI systems.

This lecture concluded our qualitative overview of the material in this class. We ended the lecture with a slide presen-
tation of where we will go from here (see accompanying lecture slides).
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Figure 5: output for different values of R




