EEL6825: Pattern Recognition Discriminant examples for the Normal density

Discriminant examplesfor the Normal density

Here, we look at what decision boundaries tMormal-distriluted classes can form between thAssuming equal
priors P(w;) , a decision boundary betweerotpdfs is gien by

p(x|w,) = p(x|w,) or equvalently by Q)
Inp(x|w;) = Inp(x|w,) (2)

For two Normal densities, this decision boundary isgiby:

1 1 1 1
—exp[——(x—u )TEr(x—p )} = —exp[——(X—u )TE5H(x—p )} 3)
(2”)d/2\21\1/2 2 =1 1 (ZT[)d/Z‘zz‘l/Z 2 27 =2 2
of, in log-likelihood form:
1 1 d 1 1 d
_Q(X —p)TETH(x—py) —éln‘zl‘ —§|n2T[ = —é(x—uz)Tigl(x—uz) —éln‘zz‘ —éln2n 4)

where we used the folldng property of the natural lagithm:

In[a(b®)] = Ina+clnb (5)
Equation(4) can be simpli&d to:

(X =k TZFHX =) + IN[Zy| = (x—pp) TEZH(x —p1,) + In|Z,) ()

Depending on thexact parameters of the twelasses, the decision boundary@hrepresents d -dimensional conic
section (e.g. circle, ellipse, parabolgparbola). Let look at a simplexample.

Example: Let,

X = (%) (7)

My = My = (0,0) (8)
0 0 0 0

5, =0 %0ands, = 029Q (9)
goi1d agoz2d

Substituting equation@) through(9) into (6), we get:
(@+y2) = 302 +y2)+ In(4) (10)

X2 +y2 = 4In(2) (11)

We recogniz€11) as the equation of a circle with radi2gIn(2) = 1.665 . The rejion inside this circle will be clas-
sified as classo; , while the rgion outside the circle will be clasgifl as class), . Additional dervations and xam-
ples of decision boundaries may be found inNfathematica notebook “normal_discriminants.hif-igure 1belov
plots decision rgion examples computed in thitathematica notebook, including the atse example (top left corner

of Figure ). Also, Figure 2belaw illustrates the decision g@n between ter three-dimensional Gaussian classes
(also derved in theMathematica notebook).
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