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Abstract

We present a method for tracking and identifying mov-
ing persons from video images taken by a fixed field-of-
view camera. Specifically, we have developed a system to
first track moving persons in a given scene and generate
color-based models of those persons to accomplish identi-
fication. The tracking is non-invasive meaning that it does
not require persons to wear any particular electronics or
clothing to be able to track them. Tracking is accomplished
using a position-based data association algorithm while
the color modeling is accomplished using a mixture-of-
Gaussians statistical model. The expectation-maximization
algorithm is used to generate the color models over a se-
quence of frames of data in order to make the entire pro-
cess near-realtime. Once a color model is developed for a
given person, that model will be placed in a database
where it will be used for future identification. Any similar
identification scheme can be used in place of color model-
ing for greater accuracy.

1. Introduction

Tracking people using only the data from a video cam-
era is a difficult computer vision problem. However, re-
search in this area is spurred on by the promise of many
enhancements to current technology that a robust person
tracking system would provide. Already we are seeing the
use of computer generated overlays to add information to
sports broadcasts. These overlays, however, are usually de-
pendent on special sensors and emitters placed on the
tracked object. The RACEf/x(c) [1] system, for example,
uses a GPS system to accomplish tracking of NASCAR (c)
racecars in order to superimpose car statistics such as the
name of the driver, velocity and position onto the broad-
cast. The people tracking problem, on the other hand, can-
not usually be solved by using similar transmitters. In
surveillance applications wherein people are tracked in or-
der to detect unauthorized entry or suspicious behavior for
example, there is no possibility of using transmitters. A
non-invasive method using only the information obtained
by a passive sensor such as a video camera is necessary.

The specific problem which we wish to address is sur-
veillance over a wide-area. A typical coverage zone would

be an airport, the downtown of a large city or any large pub-
lic area. Surveillance over these wide areas would be uti-
lized to search for suspicious behavior - persons loitering,
for example - or unauthorized access - a person attempting
to enter a restricted zone, for example. Currently, surveil-
lance of this type is accomplished by a human operator who
does all of the detection of unauthorized activity over many
cameras. Given the challenge of watching multiple moni-
tors, it is easy to see how some suspicious activity would
go unnoticed by a human operator. A computer vision sys-
tem, however, can monitor both immediate unauthorized
behavior and long-term suspicious behavior. The system
would then alert a human operator for a closer look. In this
way, one operator could monitor more locations or monitor
the same number of locations more closely.

The most common method of tracking any moving ob-
ject, including persons, is to use some form of image sub-
traction to find motion regions. These motion regions are
then classified as either noise or a person. Researchers such
as [2] use the difference between consecutive video images
to find the regions of motion. Others such as [3] and [4] use
a background known to be empty of any moving objects (a
“reference image”) which is then subtracted from current
or foreground images to find the motion regions. It should
be noted that this use of a reference image is limited to
fixed field-of-view cameras whereas the consecutive image
subtraction method can be used with movable cameras.

The more difficult step occurs after finding the motion
regions. This step is to determine which motion regions
should be tracked and which are noise. A simple tree sway-
ing in the breeze, for example, could cause severe noise
problems leading to false positives (noise tracked as a per-
son) or false negatives (a person not tracked because of
nearby noise.) [5] assumes that an unknown object is to be
tracked (and thus a person) if it can be tracked over several
frames using a second-order motion model. Other tracking
methods using color alone [3] have a difficult time tracking
new objects - noise or a person - because they do not have
color information available initially.

Identification of a given individual is difficult under any
circumstances. If the video imagery is taken from a dis-
tance such that the face is obscured, it is questionable
whether a good likelihood of positive identification is pos-



sible. If the video can be taken close-up, a face recognition
algorithm such as that by [6] or [7] could give good identi-
fication accuracy. A full-body color modeling scheme as
used by [8] would be useful assuming the statistical model
chosen can robustly compare two slightly dissimilar per-
sons. It can be seen that a simple color model cannot be
used over great time periods for identification but should be
limited to short spans and localized regions - a city block,
for example.

In order to track a person over a wider area and to be
able to connect tracks found across multiple cameras, a sin-
gle frame of reference will be needed to transform coordi-
nates from individual cameras into a global coordinate
system. One method (for two cameras) is given by [9]. Ex-
tended to many more cameras, we can see how a human
tracking system can be used for wide-area surveillance.

2. Overview

The method for tracking people presented here is funda-
mentally based on utilizing two classification systems: po-
sition and color. As with [5], we will use a first-order
motion model to track the individual people as they move
throughout the scene. The second classification system is a
mixture-of-Gaussians model of the color of each person.
Initially, these two classifiers act separately - that is, they
do not “share” information between them to support more
robust classification. However, further work in the area
(see Section 7) will make the tracking more robust by fus-
ing the two systems.

By separating the tracking system from the color mod-
eling system, we can solve the bootstrapping problem
faced by systems such as [3] which use only color model-
ing as the tracking system. We can maintain tracking using
the position-based tracker while at the same time generat-
ing a color model of the tracked person. Once that color
model is developed, we can use it for identification or to re-
solve occlusion events as described in Section 7.

Before any tracking work can be done, the video frames
(images) need to be reduced to centroids of motion regions
using image processing techniques.

3. Image Processing

In order to determine where a potential person is in a
given scene, we reduce the scene to the centroids of motion
regions. Those centroids are what finally gets tracked by
the position-based tracker. The original frame is retained,
however, to extract color information later.

Like [3] we use a background subtraction scheme based
on making a normal distribution model for each pixel. Each
frame is first converted from RGB (red, green, blue) color-
space to HSV (hue, saturation, value.) We chose HSV be-
cause it tends to reduce the effects of shadows on the
subtraction process.

The normal distribution for each pixel is found by taking
the first n frames of the video sequence (which we assume
to not have any foreground or moving objects in them.) A
three dimensional vector, xlkj given in (1) where k is the
frame number and (i,j) is the pixel coordinate, is then used
to model the mean and variance as given in (2) and (3).
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The Mahalanobis distance is used to classify a pixel
from a frame as either foreground or background. Howev-
er, to speed the calculation, we only use the diagonals of the
covariance found in (3). We experimentally choose a dis-
tance threshold above which a pixel is classified as fore-
ground.

Once motion regions are found, we get masks such as
that in Figure 1. Using these masks, we apply a standard
connected-region segmentation algorithm to determine the
following properties of each region: centroid coordinates
(x,y), extents (xmax, ymax, xmin, ymin) and size in pixels.
Size thresholds are applied to eliminate any motion regions
too small to be considered a person. The remaining cen-
troids are sent to the position tracking system to be classi-
fied as a trackable object (a person) or noise.

4. Position Tracking System

The position tracking system is based on similar sys-
tems used in RADAR tracking situations where there is a
high noise density. The first stage of tracking is known here

Fig. 1: Motion region mask



as the Track Initiation Processor (TIP). After the TIP has
acquired a target (assumed here to be a person) it passes
that target to the Data Association Filter (DAF) which is
designed to keep a lock on the target. The final stage is the
track-drop ruleset which is a heuristic approach to deter-
mining when a target is no longer trackable such as when it
has gone behind an object or has left the scene.

4.1 Track Initiation Processor

The job of the Track Initiation Processor (TIP) is to ex-
tract from a series of video frames, all of the objects which
could potentially be people. At this stage we assume that
the image processing has reduced each video frame to a se-
ries of centroids of motion regions that are as yet unclassi-
fied as targets. Therefore, the TIP will classify them as
either trackable objects (people) or noise. If noise, those re-
gions aren’t eliminated outright because they could be as-
yet untracked objects so the TIP algorithm takes them into
consideration.

The TIP is a faster implementation of a common algo-
rithm used in RADAR known as “retrospective process-
ing” [10] wherein three assumptions made about moving
objects are evaluated on all potential targets. By evaluating
all potential targets - that is, all unclassified motion regions
whether noise or people - over many frames, we will even-
tually find only those targets which can be people. That is
considered a good track.

The three assumptions we wish to follow are very sim-
ple: First, that our noise is randomly distributed through the
scene. Second, that a person moving through the scene
moves with linear velocity over short distances. Thirdly,
that a person moving through the scene moves with a lim-
ited maximum velocity. These three assumptions are not
unreasonable given that people do not tend to move with a
quickness that is going to violate either of the last two as-
sumptions.

We find objects which follow these three assumptions
by using n frames of data. Three frames is the minimum.
The first frame of centroid data is assumed to be all poten-
tial targets (potential people.) We will prune this assump-
tion over the next two frames.

The situation when the first frame of data is present is
shown in Figure 4a. In this simulation (of randomly gener-
ated 2-d data), we see simulated centroids of objects. The
first image (a) shows the objects as blue dots with green cir-
cles indicating the maximum distance that this object (if it
is in fact a person) could travel from this frame to the next.
The second image (b) shows the frame #2 objects as red
dots. Only those red objects inside the green circles can be
people because the others are moving too fast (or are
noise.) Isolating only those pairs of blue and red objects
(frame #1 and #2 objects, respectively) we predict where
those objects would be in the third frame if they follow the

constant velocity assumption. The third image (c) shows
these predictions as magenta circles. Finally, when the
third frame of data arrives (shown in Figure 4d) we can see
that only one of those objects satisfies the constant linear
velocity assumption. Therefore, we can eliminate all the
other objects as noise. The three-point track we have found
can now be used to converge the Kalman filter described in
the next section.

The algorithm described here can be extended from
three frames of data to any number. The more frames used
to find a valid track, the more likely it is to be a valid track
and not simply well-placed noise. In this way, our image
processing can be poor in that it leave a lot of noise yet
tracking would not suffer seriously.

4.2 Data Association Filter

To continue the tracking process, a data association fil-
ter is used. We use a first-order Kalman filter to generate
predictions of the positions of each object in the next frame.
When that frame arrives, we associate the predictions with
the incoming objects using a nearest-neighbor algorithm.
We determine “nearness” based on the Mahalanobis dis-
tance from the incoming centroid to the prediction with its
associated uncertainty covariance given by the Kalman fil-
ter. This method tends to give more robust results than us-
ing a simple Euclidean distance measure.

4.3 Track Drop Rules

In order to determine when to drop a track, a heuristic
approach is used. Currently, we allow the DAF to “miss” -
that is, fail to associate with an incoming object - twice be-
fore that object is considered gone and the track is dropped.
A “miss” is defined to be when the DAF cannot make a
nearest-neighbor association because there are no objects
within a certain distance to associate with. The distance
threshold is determined experimentally.

5. Color Modeling

Color modeling is used for local identification. That is,
because it is assumed that a person would change color be-
cause they change clothing from one day to the next or even
from one hour to the next, using color models for identifi-
cation does not work over long time spans. Therefore, we
use color models in localized temporal and spatial regions.
The downtown of a city for one day, for example. After that
day, the color models would be expired. But for that day,
the identification is assumed to work well enough to allow
systems such as this to follow a given person even if they
disappear from then reappear in the camera’s field of view.
In this way, the person’s piecemeal path can be recorded.

5.1 Mixture-of-Gaussians Modeling

We chose to use a mixture-of-Gaussians model of the
person’s color data in RGB (red-green-blue) colorspace.
Mixture modeling like this is typically a good fit to the data



given that most persons tend to appear as only a few re-
gions of color. Blue jeans and a t-shirt, for example, are
usually only a few colors. Skin tones are well modeled as a
region of color.

To simplify the mixture model, we fix the number of
Gaussians to three. Three was chosen based on the Expec-
tation-Maximization (EM) algorithm we use to fit the
Gaussians to the data. Equations (4), (5) and (6) give the
update equations for the iterative EM solution to the mix-
ture-of-Gaussians problem for i € {1, 2, ..., k} where k is
the number of Gaussians in the model and # is the number
of points in the data set. As can be seen, reducing the num-
ber of Gaussians and the amount of data to be modeled can
significantly increase the computational speed of this algo-
rithm. Therefore we used only three Gaussians and limited
the data to 300 points in RGB colorspace which were found
by subsampling all of the person’s color data. Note that
each of these equations needs to be iterated many times un-
til the Gaussians converge.
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It was found that further speed enhancements were re-

quired to improve the algorithm. The choice was between
finding ways to do the above computations more efficiently
or trying to hide the computation time entirely. We chose
the latter by instead of modeling the color all in one frame,
we spread the iterations out over multiple frames. We also
allowed the color data which the model is trained on to be
changed with each frame. In this way we were able to as-
sure that we would be modeling more than one view of the
person.

We use the incoming color data (data that has not yet
been included in the color model) as “unknown’ validation
data by taking the sum log-likelihood of the data given that
person’s color model. Once the log-likelihood converges

(plateaus) we consider it well-formed and do not continue
to include any more data in the model.

6. Results

Figure 3 shows a typical sequence using the tracking
and identification algorithms together. The images are non-
sequential from the top-left to the bottom-right.

The first frame shows the person being tracked initially
as he enters the scene. (A green box indicates a tracked ob-
ject. A blue box indicates an unknown object, probably
noise.) Two identifiers are given to the person: a name - in
this case “ann” - and a target identifier - in this case ‘0’. The
name is associated with the color model and is therefore
unique to a given person. The target identifier is not unique
to a person as it is merely the position-based tracker’s iden-
tification information.

The name (“ann”) is assigned to this person initially be-
cause it did not have a pre-recorded color model to be asso-
ciated with. As this person is tracked, a color model is
developed and will from then all be associated with the
name “ann.”

The second image shows that the position-based tracker
loses the person because of an image processing problem.
(This problem was later fixed but re-introduced into the
code to cause the code to lose tracking for demonstration
purposes.) The third image shows that the person is still not
tracked.

In the fourth image, the person is again tracked. The
code compares this person’s color to the color models in
the database and matches it to the name “ann.” (In this
demonstration there was only one model in the database
from when this person was tracked previously - as shown
in frame one. However, it could have determined that this
person didn’t exist in the database at all and assigned a new
name. Because it did not, it indicates that it successfully
matched this person to the previously developed color
model.)

The last two images show how it continues to track the
subject. Not shown is a failure to track caused when the
subject is occluded by the sign.

7. Future Work

Two major areas of work could be done to improve this
tracking system. They are related, however, and could be
accomplished at the same time. The first problem is to im-
prove the robustness of the tracking by fusing the position-
-based tracking system with the color modeling system. In
this way, if a situation happened as in Figure 3, frame 2
wherein the tracker loses the person because of an image
processing problem, we could instead decide if the two
halves of the previously connected person are really sup-
posed to be one using the color information.

Similarly, we can resolve occlusion such as that shown
in Figure 2 where the motion region is seen as only one ob-



ject (bounded by the blue box) but which is really two per-
sons who were previously unconnected. It can be seen how,
once we detect that occlusion of this sort has occurred (us-
ing a heuristic technique, for example) we can resolve the
occlusion and separate the people by using the previously
determined color models. We do this by classifying each
pixel of the big motion region as either belonging to one or
the other color model. By those classifications, we can
make a fairly good guess as to the relative locations of the
persons.

8. Conclusion

We have shown how a combination of two methods -
position-based tracking and color modeling - can be used to
robustly track people non-invasively using only standard
stationary cameras. We have also shown how this method
can be expanded to recover from difficult problems such as
occlusion by allowing the position-based tracker to essen-
tially bootstrap the tracking until a color model can be de-
veloped which will then make the whole system more
robust. We believe this system can be useful in a wide va-
riety of surveillance situations.
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Fig. 3: Example of tracking and identification video sequence
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Fig. 4: Track Initiation Processor simulation



