
 

Neural network applications

 

To date:

 

• Neural networks: what are they

• Backpropagation: efficient gradient computation

• Advanced training: (scaled) conjugate gradient

• Adaptive architectures: cascade NN w/NDEKF

 

Today:

 

• Neural network applications

 

ALVINN (Pomerleau, mid 1990s)
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ALVINN overview

 

Basics:

 

• Map image of road ahead to steering direction

• Training data: watch (person) and learn

 

Performance:

 

• Demonstrated for 100+ continuous miles at 70+ mph 
(10Hz)

• Neither rain nor sleet nor snow...

• One-lane dirt paths to interstate highways

 

So is that all there is to it?

 

ALVINN: input representation

 

Typical hi-res camera image: 

 

• Too many inputs

• Solution: sub-sample image (  — whew!)

• Color/intensity normalization — reduce lighting variability

 

Questions: Why choose ?
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ALVINN: input image example #1

 

ALVINN: input image example #2

 

ALVINN: output representation

 

Output representation: two choices

 

• Single linear output

• Multiple outputs: Gaussian fit

 

Questions: 

 

• Why choose particular output representation?

 

Gaussian output representation example
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ALVINN: neural network architecture

 

Tried everything from one to 70 hidden units

Four to five hidden units worked best

Questions:

 

• Why no direct input/output connections?

• Why did larger networks not do better?

 

ALVINN: training data

 

Problem: Person drives too well!

 

• Neural network does not learn error recovery

 

Solution: create synthetic data from real data

 

ALVINN: synthetic images

 

Problem: What’s the correct steering direction? 

 

• Pure pursuit model of how people driving

 

ALVINN: spurrious features

 

Examples of problem data:

 

• Oil slicks, shadows

• Other cars



 

Removing spurrious features

 

Solution #1: Add Gaussian noise to image 

 

(problems?)

 

Solution #2: Model spurrious features 

 

(problems?)

 

Solution #3: Use neural network’s internal model

 

• “Structured noise”

• Learns to ignore peripheral features

 

ALVINN: other issues

 

• Balance data (left/right/straight samples) 

 

(why?)

 

• Training on-line (

 

vs.

 

 batch)

• Hidden unit weights: a closer look
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ALVINN: conclusions

 

• ALVINN represented a huge step forward in 
autonomous driving (mid 1990s)

• Probably most well-known NN application

• Extensively tested at high speeds in real traffic

• Next step: learning from ALVINN

 

RALPH: learning from ALVINN

 

Rapid Lateral Position Handler:

 

• Understanding ALVINN let to RALPH

• Took several years of analysis

• Easy to understand technique

 

Question:

 

• Which is better approach?



 

RALPH: basic algorithm

 

For a given image:

 

• Trapezoidal subsampling of image

• Hypothesize a road curvature

•

 

Horizontally

 

 shift pixels to correspond to curvature 
hypothesis

•

 

Vertically

 

 add pixel intensities

• Compute measure of curvature hypothesis correctness

 

Trapezoidal subsampling

 

Key insight: don’t look at whole image

 

• Function of speed

• Camera orientation w/respect to road (perspective)

• No spurrious feature problem

 

Trapezoidal subsampling: example #1

 

Why do trapezoidal subsampling?

 

Trapezoidal subsampling: example #2

 

Note how key features line up to indicate curvature...



 

RALPH: basic algorithm

 

For a given image:

 

• Trapezoidal subsampling of image

• Curvature hypothesis

•

 

Horizontally

 

 shift pixels to correspond to curvature 
hypothesis

•

 

Vertically

 

 add pixel intensities

• Compute measure of curvature hypothesis correctness

 

RALPH: curvature hypothesis

 

• Curvature hypothesis

•

 

Horizontally

 

 shift pixels to correspond to curvature 
hypothesis

 

RALPH: basic algorithm

 

For a given image:

 

• Trapezoidal subsampling of image

• Hypothesize a road curvature

•

 

Horizontally

 

 shift pixels to correspond to curvature 
hypothesis

•

 

Vertically

 

 add pixel intensities

• Compute measure of curvature hypothesis correctness

 

RALPH: curvature hypothesis evaluation

 

•

 

Vertically

 

 add pixel intensities

• Compute measure of curvature hypothesis correctness



 

RALPH performance

 

“No Hands across America”

 

• Washington, D.C. to San Diego (2,850 miles)

• 98.1% autonomous (2,796 miles)

• 70 mph top speed (officially)

• 110 mph top speed (unofficially)

 

Lines are useful, but RALPH doesn’t need them...

Failure modes...

 

ALVINN 

 

vs.

 

 RALPH

 

Which is better?

 

Neural network applications

 

Road following

 

• ALVINN: Road following

• RALPH: learning from neural networks

 

Face detection

Robot control

 

Face detection (Kanade, late 1990s)

 

Basics:

 

• Map  image to  (face/non-face)

 

Performance:

 

• Face detection results: 85%-90%, few false detects

• 1.5Hz - 3.5Hz on PII/450 ( )
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Face detection

 

Outline:

 

• Which part of image to look at?

• Image pre-processing

• Specialized neural network architecture

• Training data

• Overlap detection

• Committee of experts: multiple neural networks

• Results

 

Image preprocessing
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Figure 1: The basic algorithm used for face detection.

Oval mask for ignoring
background pixels:

Original window:

Best fit linear function:

Lighting corrected window:
(linear function subtracted)

Histogram equalized window:

Figure 2: The steps in preprocessing a window. First, a linear function is fit to the intensity values
in the window, and then subtracted out, correcting for some extreme lighting conditions. Then,
histogram equalization is applied, to correct for different camera gains and to improve contrast.
For each of these steps, the mapping is computed based on pixels inside the oval mask, and then
applied to the entire window. 

Face detection

 

Outline:

 

• Which part of image to look at?

• Image pre-processing

• Specialized neural network architecture

• Training data

• Overlap detection

• Committee of experts: multiple neural networks

• Results

 

Specialized neural network architecture
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Face detection
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• Overlap detection
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NN training data: face examples
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BA

Figure 3: Images with all the above threshold detections indicated by boxes.

Figure 4: Example face images (the authors), randomly mirrored, rotated, translated, and scaled
by small amounts.

Figure 5: During training, the partially-trained system is applied to images of scenery which do
not contain faces (like the one on the left). Any regions in the image detected as faces (which are
expanded and shown on the right) are errors, which can be added into the set of negative training
examples.

 

Generating non-face examples
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Figure 3: Images with all the above threshold detections indicated by boxes.

Figure 4: Example face images (the authors), randomly mirrored, rotated, translated, and scaled
by small amounts.

Figure 5: During training, the partially-trained system is applied to images of scenery which do
not contain faces (like the one on the left). Any regions in the image detected as faces (which are
expanded and shown on the right) are errors, which can be added into the set of negative training
examples.

 

NN training data: nonface examples
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Figure 3: Images with all the above threshold detections indicated by boxes.

Figure 4: Example face images (the authors), randomly mirrored, rotated, translated, and scaled
by small amounts.

Figure 5: During training, the partially-trained system is applied to images of scenery which do
not contain faces (like the one on the left). Any regions in the image detected as faces (which are
expanded and shown on the right) are errors, which can be added into the set of negative training
examples.



 

Basic NN detection results
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Table 1: Detection and error rates for Test Set 1, which consists of 130 images and contains 507
frontal faces. It requires the system to examine a total of 83099211 20x20 pixel windows.

Missed Detect False False detect
Type System faces rate detects rate
Single
network,
no
heuristics

1) Network 1 (2 copies of hidden units (52 total),
2905 connections)

45 91.1% 945 1/87935

2) Network 2 (3 copies of hidden units (78 total),
4357 connections)

38 92.5% 862 1/96402

3) Network 3 (2 copies of hidden units (52 total),
2905 connections)

46 90.9% 738 1/112600

4) Network 4 (3 copies of hidden units (78 total),
4357 connections)

40 92.1% 819 1/101464

Single
network,
with
heuristics

5) Network 1 threshold(2,1) overlap elimination 48 90.5% 570 1/145788

6) Network 2 threshold(2,1) overlap elimination 42 91.7% 506 1/164227

7) Network 3 threshold(2,1) overlap elimination 49 90.3% 440 1/188861

8) Network 4 threshold(2,1) overlap elimination 42 91.7% 484 1/171692

Arbitrating
among two
networks

9) Networks 1 and 2 AND(0) 68 86.6% 79 1/1051888

10) Networks 1 and 2 AND(0) threshold(2,3)
overlap elimination

112 77.9% 2 1/41549605

11) Networks 1 and 2 threshold(2,2) overlap
elimination AND(2)

70 86.2% 23 1/3613009

12) Networks 1 and 2 thresh(2,2) overlap elim
OR(2) thresh(2,1) overlap elimination

49 90.3% 185 1/449184

Arbitrating
among
three
networks

13) Networks 1, 2, 3 voting(0) overlap
elimination

59 88.4% 99 1/839385

14) Networks 1, 2, 3 network arbitration (5 hidden
units) thresh(2,1) overlap elimination

79 84.4% 16 1/5193700

15) Networks 1, 2, 3 network arbitration (10
hidden units) thresh(2,1) overlap elimination

83 83.6% 10 1/8309921

16) Networks 1, 2, 3 network arbitration
(perceptron) thresh(2,1) overlap elimination

84 83.4% 12 1/6924934

Fast
version

17) Candidate verification method described in
Section 4

117 76.9% 8 1/10387401

threshold(distance,threshold): Only accept a detection if there are at least threshold detections within a cube (ex-
tending along x, y, and scale) in the detection pyramid surrounding the detection. The size of the cube is determined
by distance, which is the number of a pixels from the center of the cube to its edge (in either position or scale).
overlap elimination: It is possible that a set of detections erroneously indicate that faces are overlapping with one
another. This heuristic examines detections in order (from those having the most votes within a small neighborhood
to those having the least), and removing conflicting overlaps as it goes.
voting(distance), AND(distance), OR(distance): These heuristics are used for arbitrating among multiple networks.
They take a distance parameter, similar to that used by the threshold heuristic, which indicates how close detections
from individual networks must be to one another to be counted as occurring at the same location and scale. A distance
of zero indicates that the detections must occur at precisely the same location and scale. Voting requires two out of
three networks to detect a face, AND requires two out of two, and OR requires one out of two to signal a detection.
network arbitration(architecture): The results from three detection networks are fed into an arbitration network.
The parameter specifies the network architecture used: a simple perceptron, a network with a hidden layer of 5 fully
connected hidden units, or a network with two hidden layers of 5 fully connected hidden units each, with additional
connections from the first hidden layer to the output.

 

Face detection

 

Outline:

 

• Which part of image to look at?

• Image pre-processing

• Specialized neural network architecture

• Training data

• Overlap detection

• Committee of experts: multiple neural networks

• Results

 

Overlap detection

Rowley, Baluja, and Kanade: Neural Network-Based Face Detection (PAMI, January 1998) 19

detections overlaid centers of detections
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Overlapping detections

"Output" pyramid:

False detect

in x and y, not in scale

Centroids (in position and scale)Face locations and scales
represented by centroids

Final detection result
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Spreading out detections Collapse clusters to Potential face locations Final result after removing
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Figure 6: The framework for merging multiple detections from a single network: A) The detections
are recorded in an “output” pyramid. B) The detections are “spread out” and a threshold is applied.
C) The centroids in scale and position are computed, and the regions contributing to each centroid
are collapsed to single points. In the example shown, this leaves only two detections in the output
pyramid. D) The final step is to check the proposed face locations for overlaps, and E) to remove
overlapping detections if they exist. In this example, removing the overlapping detection eliminates
what would otherwise be a false positive.
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Figure 7: ANDing together the outputs from two networks over different positions and scales can
improve detection accuracy.

 

NN results w/overlap detection
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Table 1: Detection and error rates for Test Set 1, which consists of 130 images and contains 507
frontal faces. It requires the system to examine a total of 83099211 20x20 pixel windows.

Missed Detect False False detect
Type System faces rate detects rate
Single
network,
no
heuristics

1) Network 1 (2 copies of hidden units (52 total),
2905 connections)

45 91.1% 945 1/87935

2) Network 2 (3 copies of hidden units (78 total),
4357 connections)

38 92.5% 862 1/96402

3) Network 3 (2 copies of hidden units (52 total),
2905 connections)

46 90.9% 738 1/112600

4) Network 4 (3 copies of hidden units (78 total),
4357 connections)

40 92.1% 819 1/101464

Single
network,
with
heuristics

5) Network 1  threshold(2,1)  overlap elimination 48 90.5% 570 1/145788

6) Network 2  threshold(2,1)  overlap elimination 42 91.7% 506 1/164227

7) Network 3  threshold(2,1)  overlap elimination 49 90.3% 440 1/188861

8) Network 4  threshold(2,1)  overlap elimination 42 91.7% 484 1/171692

Arbitrating
among two
networks

9) Networks 1 and 2 AND(0) 68 86.6% 79 1/1051888

10) Networks 1 and 2 AND(0) threshold(2,3)
overlap elimination

112 77.9% 2 1/41549605

11) Networks 1 and 2 threshold(2,2) overlap
elimination AND(2)

70 86.2% 23 1/3613009

12) Networks 1 and 2 thresh(2,2) overlap elim
OR(2) thresh(2,1) overlap elimination

49 90.3% 185 1/449184

Arbitrating
among
three
networks

13) Networks 1, 2, 3 voting(0) overlap
elimination

59 88.4% 99 1/839385

14) Networks 1, 2, 3 network arbitration (5 hidden
units) thresh(2,1) overlap elimination

79 84.4% 16 1/5193700

15) Networks 1, 2, 3 network arbitration (10
hidden units) thresh(2,1) overlap elimination

83 83.6% 10 1/8309921

16) Networks 1, 2, 3 network arbitration
(perceptron) thresh(2,1) overlap elimination

84 83.4% 12 1/6924934

Fast
version

17) Candidate verification method described in
Section 4

117 76.9% 8 1/10387401

threshold(distance,threshold): Only accept a detection if there are at least threshold detections within a cube (ex-
tending along x, y, and scale) in the detection pyramid surrounding the detection. The size of the cube is determined
by distance, which is the number of a pixels from the center of the cube to its edge (in either position or scale).
overlap elimination: It is possible that a set of detections erroneously indicate that faces are overlapping with one
another. This heuristic examines detections in order (from those having the most votes within a small neighborhood
to those having the least), and removing conflicting overlaps as it goes.
voting(distance), AND(distance), OR(distance): These heuristics are used for arbitrating among multiple networks.
They take a distance parameter, similar to that used by the threshold heuristic, which indicates how close detections
from individual networks must be to one another to be counted as occurring at the same location and scale. A distance
of zero indicates that the detections must occur at precisely the same location and scale. Voting requires two out of
three networks to detect a face, AND requires two out of two, and OR requires one out of two to signal a detection.
network arbitration(architecture): The results from three detection networks are fed into an arbitration network.
The parameter specifies the network architecture used: a simple perceptron, a network with a hidden layer of 5 fully
connected hidden units, or a network with two hidden layers of 5 fully connected hidden units each, with additional
connections from the first hidden layer to the output.
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Committee of experts
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Figure 6: The framework for merging multiple detections from a single network: A) The detections
are recorded in an “output” pyramid. B) The detections are “spread out” and a threshold is applied.
C) The centroids in scale and position are computed, and the regions contributing to each centroid
are collapsed to single points. In the example shown, this leaves only two detections in the output
pyramid. D) The final step is to check the proposed face locations for overlaps, and E) to remove
overlapping detections if they exist. In this example, removing the overlapping detection eliminates
what would otherwise be a false positive.
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Figure 7: ANDing together the outputs from two networks over different positions and scales can
improve detection accuracy.

 

NN results w/multiple networks
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Table 1: Detection and error rates for Test Set 1, which consists of 130 images and contains 507
frontal faces. It requires the system to examine a total of 83099211 20x20 pixel windows.

Missed Detect False False detect
Type System faces rate detects rate
Single
network,
no
heuristics

1) Network 1 (2 copies of hidden units (52 total),
2905 connections)

45 91.1% 945 1/87935

2) Network 2 (3 copies of hidden units (78 total),
4357 connections)

38 92.5% 862 1/96402

3) Network 3 (2 copies of hidden units (52 total),
2905 connections)

46 90.9% 738 1/112600

4) Network 4 (3 copies of hidden units (78 total),
4357 connections)

40 92.1% 819 1/101464

Single
network,
with
heuristics

5) Network 1 a threshold(2,1) a overlap elimination 48 90.5% 570 1/145788

6) Network 2 a threshold(2,1) a overlap elimination 42 91.7% 506 1/164227

7) Network 3 a threshold(2,1) a overlap elimination 49 90.3% 440 1/188861

8) Network 4 a threshold(2,1) a overlap elimination 42 91.7% 484 1/171692

Arbitrating
among two
networks

9) Networks 1 and 2 a AND(0) 68 86.6% 79 1/1051888

10) Networks 1 and 2 a AND(0) a threshold(2,3)
a overlap elimination

112 77.9% 2 1/41549605

11) Networks 1 and 2 a threshold(2,2) a overlap
elimination a AND(2)

70 86.2% 23 1/3613009

12) Networks 1 and 2 a thresh(2,2) a overlap elim
a OR(2) a thresh(2,1) a overlap elimination

49 90.3% 185 1/449184

Arbitrating
among
three
networks

13) Networks 1, 2, 3 a voting(0) a overlap
elimination

59 88.4% 99 1/839385

14) Networks 1, 2, 3 a network arbitration (5 hidden
units) a thresh(2,1) a overlap elimination

79 84.4% 16 1/5193700

15) Networks 1, 2, 3 a network arbitration (10
hidden units) a thresh(2,1) a overlap elimination

83 83.6% 10 1/8309921

16) Networks 1, 2, 3 a network arbitration
(perceptron) a thresh(2,1) a overlap elimination

84 83.4% 12 1/6924934

Fast
version

17) Candidate verification method described in
Section 4

117 76.9% 8 1/10387401

threshold(distance,threshold): Only accept a detection if there are at least threshold detections within a cube (ex-
tending along x, y, and scale) in the detection pyramid surrounding the detection. The size of the cube is determined
by distance, which is the number of a pixels from the center of the cube to its edge (in either position or scale).
overlap elimination: It is possible that a set of detections erroneously indicate that faces are overlapping with one
another. This heuristic examines detections in order (from those having the most votes within a small neighborhood
to those having the least), and removing conflicting overlaps as it goes.
voting(distance), AND(distance), OR(distance): These heuristics are used for arbitrating among multiple networks.
They take a distance parameter, similar to that used by the threshold heuristic, which indicates how close detections
from individual networks must be to one another to be counted as occurring at the same location and scale. A distance
of zero indicates that the detections must occur at precisely the same location and scale. Voting requires two out of
three networks to detect a face, AND requires two out of two, and OR requires one out of two to signal a detection.
network arbitration(architecture): The results from three detection networks are fed into an arbitration network.
The parameter specifies the network architecture used: a simple perceptron, a network with a hidden layer of 5 fully
connected hidden units, or a network with two hidden layers of 5 fully connected hidden units each, with additional
connections from the first hidden layer to the output.

 

Face detection
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Sample detection results
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A: 57/57/1

D: 1/1/1B: 4/2/0

E: 8/8/0

C: 4/3/0

Figure 11: Output obtained from System 11 in Table 1 on images from Test Set 1. For each image,
three numbers are shown: the number of faces in the image, the number of faces detected correctly,
and the number of false detections. Some notes on specific images: Faces are missed in B (one
due to occlusion, one due to large angle) and C (the stylized drawing was not detected at the same
locations and scales by the two networks, and so is lost in the AND). False detections are present in
A and D. Although the system was trained only on real faces, some hand drawn faces are detected
in C and E. A was obtained from the World Wide Web, B and E were provided by Sung and Poggio
at MIT, C is a CCD image, and D is a digitized television image.

 

Sample detection results
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due to occlusion, one due to large angle) and C (the stylized drawing was not detected at the same
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A and D. Although the system was trained only on real faces, some hand drawn faces are detected
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Sample detection results
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K: 5/4/1

D: 2/2/0

A: 15/15/0

C: 14/12/0

B: 9/9/1

F: 1/1/0

J: 1/1/0

I: 1/1/0

L: 1/1/0

H: 7/5/0

E: 1/1/0

G: 1/1/0

N: 1/1/0M: 1/1/0

Figure 12: Output obtained in the same manner as the examples in Fig. 11. Some notes on specific
images: Faces are missed in C (one due to occlusion, one due to large angle), H (reflections off of
glasses made the eyes appear brighter than the rest of the face), and K (due to large angle). False
detections are present in B and K. Although the system was trained only on real faces, hand drawn
faces are detected in B. A, B, J, K, and L were provided by Sung and Poggio at MIT, C, D, E, G,
H, and M were scanned from photographs, F and I are digitized television images, and N is a CCD
image.

 

Sample detection results

Rowley, Baluja, and Kanade: Neural Network-Based Face Detection (PAMI, January 1998) 25

K: 5/4/1

D: 2/2/0

A: 15/15/0

C: 14/12/0

B: 9/9/1

F: 1/1/0

J: 1/1/0

I: 1/1/0

L: 1/1/0

H: 7/5/0

E: 1/1/0

G: 1/1/0

N: 1/1/0M: 1/1/0
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images: Faces are missed in C (one due to occlusion, one due to large angle), H (reflections off of
glasses made the eyes appear brighter than the rest of the face), and K (due to large angle). False
detections are present in B and K. Although the system was trained only on real faces, hand drawn
faces are detected in B. A, B, J, K, and L were provided by Sung and Poggio at MIT, C, D, E, G,
H, and M were scanned from photographs, F and I are digitized television images, and N is a CCD
image.
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E: 1/1/0

C: 3/1/2

N: 2/2/0

A: 2/2/0

D: 1/1/0

B: 1/1/0

M: 1/1/0

J: 0/0/0

P: 1/1/0O: 1/1/0

K: 1/1/0

L: 14/13/0

Q: 3/3/0

F: 1/1/0

G: 1/1/1

H: 1/1/0

I: 1/1/1

R: 1/1/0

Figure 13: Output obtained in the same manner as the examples in Fig. 11. Some notes on specific
images: Faces are missed in C (due to blurriness) and L (due to partial occlusion of the chin).
False detections are present in C, G, and I. Although the system was trained only on real faces,
hand drawn faces are detected in H and N. A, D, I, J, and K were scanned from photographs, B,
H, and L were obtained from the World Wide Web, C, E, F, G, O, and P are digitized television
images. M, N, and Q were provided by Sung and Poggio at MIT, and R is a dithered CCD image.
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Figure 13: Output obtained in the same manner as the examples in Fig. 11. Some notes on specific
images: Faces are missed in C (due to blurriness) and L (due to partial occlusion of the chin).
False detections are present in C, G, and I. Although the system was trained only on real faces,
hand drawn faces are detected in H and N. A, D, I, J, and K were scanned from photographs, B,
H, and L were obtained from the World Wide Web, C, E, F, G, O, and P are digitized television
images. M, N, and Q were provided by Sung and Poggio at MIT, and R is a dithered CCD image.

 

Face detection: concluding thoughts

 

NN worked as well as anything at the time...

...since then statistical frequency modeling has surpassed 
accuracy (Schneiderman, 2001)

Comparison (over same test set):

 

• 95.8% vs. 86.0% detection

• 65 vs. 31 false detections

• slower vs. faster

 

Commercial system at Superbowl 2001 (Tampa)
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• ALVINN: Road following

• RALPH: learning from neural networks

 

Face detection

Robot control



 

Robot control

 

Analytic model:

 

 

 

(why important?)

 

What’s missing?

 

• Friction

• Link flexibility

• Unmodeled dynamics (inertia tensors, masses, etc.)

 

Bottom line: analytic model will not be 100%
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Use NN to model robot dynamics

 

Is this a good idea?
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Better idea: complement analytic model

 

Why is this better?
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Neural network applications

 

Road following

 

• ALVINN: Road following

• RALPH: learning from neural networks

 

Face detection

Robot control

Other applications?

Why didn’t we use it for horizon tracking?


